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You can start with a single data 
base node

Single Node



  

Your interactions are transaction 
safe

Database



  

Your node supports hybrid 
storage

RAM Hard Disk



  

Your data is stored in object trees

Storage
Layer

Physical
Object Layer

High frequency volatile data is kept in memory. Persistent data is kept on 
disk. Large volume data (image, video) is stored in file system locations 
(local or NAS) 



  

Your clients see data in their own 
model, tables or trees

Storage
Layer

Physical
Object Layer

Client
Data Layer

Clients need no knowledge of physical data distribution and storage types.
But may decide to engage into it by means of LDAP controls 



  

Your clients connect via 
interfaces 

Storage
Layer

Physical
Object Layer

Client
Data Layer

Protocol
Layer

LDAP HTTPASN.1 CSVLDIF



  

You run real time applications 
against the interfaces 

LDAP HTTPASN.1 CSVLDIF

Telco:
HLR, IMS, 
PCRF, ...

Backup,
 Restore

One NDS
Capture,
Migration

Telco 5G,
Gaming

Data
Analysis



  

You may assign network categories and 
QoS to specific clients 

Interfaces with 
particular network 
categories can be 
assigned to specific 
physical connections

Client A Client B Client C



  

You can notify your applications 
about specific events  

LDAP HTTPASN.1 CSVLDIF

Telco:
HLR, IMS, 
PCRF, ...

Backup,
 Restore

One NDS
Capture,
Migration

Telco 5G,
Gaming

Data
AnalysisSOAP /

HTTP
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You can assign a time to live to 
objects  

LDAP HTTPASN.1 CSVLDIF

Telco:
HLR, IMS, 
PCRF, ...

Backup,
 Restore

One NDS
Capture,
Migration

Telco 5G,
Gaming

Data
Analysis

Auto delete
 of outdated 

objects



  

You can advise objects to keep a 
value level history  

LDAP HTTPASN.1 CSVLDIF

Telco:
HLR, IMS, 
PCRF, ...

Backup,
 Restore

One NDS
Capture,
Migration

Telco 5G,
Gaming

Data
Analysis

Objects keep 
historic 

values of 
attributes



  

Your clients may use many 
parallel connections 

LDAP HTTPASN.1 CSVLDIF

Telco:
HLR, IMS, 
PCRF, ...

Backup,
 Restore

One NDS
Capture,
Migration

Telco 5G,
Gaming

Data
Analysis

Connections
can be queued 
into worker 
threads



  

Your throughput scales with 
parallel resources  

LDAP HTTPASN.1 CSVLDIF

Telco:
HLR, IMS, 
PCRF, ...

Backup,
 Restore

One NDS
Capture,
Migration

Telco 5G,
Gaming

Data
Analysis

Either
worker or 
connection 
runs in 
parallel 
threads



  

Concurrent access is consistent 
by object level locking  

LDAP HTTPASN.1 CSVLDIF

Telco:
HLR, IMS, 
PCRF, ...

Backup,
 Restore

One NDS
Capture,
Migration

Telco 5G,
Gaming

Data
Analysis

Consistency 
by object 
locking



  

You get micro second responses: 
All layers communicate via CPU cache  

LDAP HTTPASN.1 CSVLDIF

Telco:
HLR, IMS, 
PCRF, ...

Backup,
 Restore

One NDS
Capture,
Migration

Telco 5G,
Gaming

Data
Analysis
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You use online administration
without service interruption

LDAP HTTPASN.1 CSVLDIF

Telco:
HLR, IMS, 
PCRF, ...

Backup,
 Restore

One NDS
Capture,
Migration

Telco 5G,
Gaming

Data
Analysis

Schema
Data Views

Access Control
Monitoring

Tuning
Storage

Licenses
Triggers

Time To Live
History

Quality of Service
Data Mining

Logging

GUI

CLI
Script

LDAP

LDAP

LDAP
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You get these benefits ...

➔ Cut 90% of hardware cost by extreme efficiency

➔ Data consolidation and consistency by data view based sharing

➔ Up to 100000 requests per second per CPU core

➔ Down to 20 µs response times

➔ Complete freedom to structure your data

➔ Flexible storage type based on category of data

➔ Transaction safety by ACID compliance

➔ Any data: Text, numbers, binary, images, video 



  

… and many more configurable 
features

➔ Automatic deletion of objects having time to live property

➔ Automatic tracking of historic values of attributes

➔ High speed parallel logging

➔ Sophisticated trigger mechanisms

➔ Quality of service and traffic budget for specific clients

➔ Physical separation of different categories of traffic

➔ Fine grain access control and security concept

➔ Feature activation by license management system

➔ Resource monitoring 



  

Admin
Port

LDAP
HTTP
CQL

Log FileTrigger

...

...Data
Federation

...Data
Replication

...

Restore / Data
Migration
...

Reports

...

Backup / Data
Migration
...

SOAP/
HTTP

CSV

LDAP

LDAP LDAP

CSV

LDIF

CSV

LDIF

CSV
LDIF

LDAP

OAM
System

Applications /
Provisioning

LDAP

LDAP

Internal Storage

Directory Server

...Client Port
...Capture

 Port

Binary
ASN.1

Summary of interfaces



  

Access
 Path

UID=777888000000002

objectClass: inetOrgPerson
sn: who_else
cn: who_else
homePostalAddress: itshere
businessCategory: telco 
carLicense: 12345678
displayName: Samsung
employeeNumber: nocare
employeeType: CEO
homePhone: 12345678
mobile: 76543210
mail: mymail
givenName: Chris 
initials: CH
manager: cn=itsme,dc=mydomain,dc=com
o: dvtds 
pager: 76543210
departmentNumber: 000
roomNumber: 000_21
preferredLanguage: en
secretary: cn=jane,dc=mydomain,dc=com
userPassword: qwertz

UID=777888000000001

objectClass: inetOrgPerson
sn: who_else
cn: who_else
homePostalAddress: itshere
businessCategory: telco 
carLicense: 12345678
displayName: Samsung
employeeNumber: nocare
employeeType: CEO
homePhone: 12345678
mobile: 76543210
mail: mymail
givenName: Chris 
initials: CH
manager: cn=itsme,dc=mydomain,dc=com
o: dvtds 
pager: 76543210
departmentNumber: 000
roomNumber: 000_21
preferredLanguage: en
secretary: cn=jane,dc=mydomain,dc=com
userPassword: qwertz

ou=subscribers

objectClass: organizationalUnit

dc=IMSI

oc: dcObject

dc=com

objectClass: dcObject

dc=IMSI

oc: dcObject

ou=applications

objectClass: organizationalUnit

dc=IMSI

oc: dcObject

ou=identity

objectClass: organizationalUnit

cn=contact

objectClass: contact
fixed:reference
mobile: reference
mail: reference

cn=thePerson

objectClass: identityData
name: reference
address: reference

cn=office

objectClass: office
param0: realValue
departmentNumber: reference
roomNumber: reference
…
param0: realValue

Virtual
Objects

...
...

dc=IMSI

oc: dcObject

oc: imsiUidAlias

      IMSI=777888000000001

dc=IMSI

objectClass: dcObject

...
oc: imsiUidAlias

      IMSI=777888000000000

Data view example
• Applications use IMSI as key
• The server resolves the alias
• DN conversion leads the requests to the virtual objects
• Virtual objects deliver data associated with the key



  

You need more throughput?
Scale by adding nodes

Partition 4

Partition 5

Partition 0

Partition 1

Partition 2

Partition 3

Index, data and 
dynamic load is 

distributed evenly



  

Your throughput scales with the 
number of nodes

➔ Linear scaling proven

➔ Distributed ACID transactions supported

➔ Benchmark in AWS cloud with 25 million requests / s

➔ Automatic request routing

➔ Clients are not aware of physical data distribution

➔ But can be informed about optimized routes

➔ Network category / QoS assignments kept across nodes

➔ Online administration without service interruption



  

You need high availability?
Add replication

Partition 4

Partition 5

Partition 0

Partition 1

Partition 2

Partition 3

Partition 4

Partition 5

Partition 0

Partition 1

Partition 2

Partition 3

Either node gets 
one or more copies



  

Geo Redundant Replication

LDAP Mirror

• No single point of failure
• Logical DSA concept
• Clients see the same model in every node
• LDAP protocol used for replication

Logical DSA

LDAP
HTTP
CQL

(Mirror 0) (Mirror 1)

(Mirror 3)(Mirror 2)

Replication Details



  

You can use up to 16 copies

➔ Symmetric multi master replication

➔ Real time resolution of distributed conflicts

➔ Distributed ACID transactions supported

➔ Automatic replication of administrative actions (schema, ...)

➔ Consistency types (sync / async) configurable per object class 

➔ Clients may tune consistency type dynamically

➔ Copy target nodes configurable per object class

➔ More than 1000000 synchronous updates/s intercontinental 



  

Sao Paulo:
670 million
subscribers 

1 million
synchronous
updates/s

1 million
synchronous
updates/s

1 million
synchronous
updates/s

Washington:
670 million
subscribers 

Frankfurt:
670 million
subscribers 

You can count on our benchmarks



  

Admin
Port

...HTTP Port

Log FileTrigger

... ...

Restore

...

Backup

...

CSV

LDAP

CSV

LDIF

CSV

LDIF

OAM
System

LDAP

LDAP

Message Queues

SOAP / HTTP from Data base server (fire and forget)SOAP / HTTP to
Applications
(request / response)

Mobile Network /
CRM System

Notification Server

D
el
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er

ed
 

D
is

ca
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ed
 

N
o

 R
ep
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• Routes SOAP / HTTP notifications from database
• Unlimited queuing
• Queues persistent across restarts
• Save delivery by wait and retry
• 3GPP compliant
• Same high performance framework as DVTDS
• Online configurable

About notification services



  

Mobile Network
(HLR, HSS, IMS, ...)

LDAP
HTTP
CQL

SOAP/ HTTP
Request / Response

SOAP/ HTTP
Fire and Forget Subscriber Data Directory

...

Partitioning /
Scaling /  
Replication

Notification Server       …
Replicated,
Partitioned

You can also scale the 
notification environment

● Multiple notification servers 
supported

● Linear scaling



  

Mobile Edge: Micro second 
response times in large networks

Either level only holds the data needed at that level

...National level DB

Regional level DB

Local level DB

Partition 0 Partition 1 Partition X 

Partition 0 Partition 1

Partition 0



  

Your users get superior response 
times

➔ Three level deployment in large countries, two may suffice

➔ National DB holds all data

➔ Local DB fetches data from regional DB when mobiles check in

➔ Regional DB fetches data from national DB on request

➔ Applications also deployed at either level

➔ Search and update DB at their level

➔ Updates are replicated asynchronously to higher level

➔ Local and regional DB delete data based on idle timeout (TTL)



  

Mobile edge properties

➔ First data fetch as fast as in standard centralized deployment

➔ All subsequent interactions done locally  → no WAN latency

➔ Standard applications need to be co - located

➔ When user leaves the cell the idle timeout counters start

➔ Next cell executes the same process when user checks in 

➔ Idle data deleted from local node when time to live runs out

➔ Databases may be partitioned and replicated at either level

➔ DVTDS fully supports mobile edge mechanisms



  

…
LDAP
HTTP
CQL

Application client level

Front end level

Back end level
...

• Front end knows all keys
• Back ends store data
• Multi level hierarchy
• Nodes may be replicated
• Distributed transactions

1000 million
keys

Subscriber
data set xxx

Subscriber
data set one

LDAP
chaining

X.500 style deployment supported 
for backward compatitibilty
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